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Abstract
Shelf life determination by means of sensory analysis is thought to be of paramount importance even in case of a microbiologically stable
food. Several approaches are found in literature, both in terms of data collection and data processing. Whatever method is used, the subjectivity
in the choice of some parameters for data collection and analysis can deeply influence the final result. We put in evidence some typical pitfalls
that the researcher should avoid when planning the test and analysing data. A comparison between the most utilized techniques in sensory data
processing for shelf life prediction is reported, taking as a fil rouge the case of coffee. In particular, a non-linear regression, a logistic regression
and a survival models were applied to simulated data frames of coffee. We evaluated the influence of the choice of acceptability limits, as well as
the effect of data variability and we found out that they strongly influence predictions, as well as the panel and the batch of product do. We
suggest that in case of microbiologically stable food, like coffee, shelf life is not univocal and it is a choice of the company or the
researcher, rather than the result of the interaction between product and consumer.
� 2008 Swiss Society of Food Science and Technology. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Sensory evaluation is a very important methodology for
shelf life prediction of microbiologically stable products
(Hough, Langohr, Gomez, & Curia, 2003). In literature the
problem is faced with different approaches, not only in the
way tests are carried out, but also in terms of data processing.

The descriptive method is based on an intensity scale rela-
tive to a sensory attribute strictly correlated to product’s deg-
radation (Al-Kadamany, Khattar, Haddad, & Toufeili, 2003;
Cappuccio, Full, Lonzarich, & Savonitti, 2001; Fritsch, Hof-
land, & Vickers, 1997; Grosso & Resurreccion, 2002; Hough,
Puglieso, Sanchez, & Mendes Da Silva, 1999; Nielsen, Stapel-
feldt, & Skibsted, 1997; O’Connor-Shaw, Roberts, Ford, &
Nottingham, 1994; Rustom, Lopez-Leiva, & Nair, 1996;
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Vallejo-Cordoba & Nakai, 1994). Collected data are generally
processed using ANOVA and regression analysis. Shelf life is
defined as the time by which the intensity of the attribute rea-
ches a selected value, called acceptability limit (Meilgaard,
Civille, & Carr, 1999). The most difficult problem is to find
a simple mathematical relation able to describe the evolution
of the chosen attribute as a function of storage time. Moreover,
the underlying assumption is that sensory data analysis can
predict a product’s shelf life, which might not be the case.

Another widely used methodology in data processing of
sensory shelf life studies is survival analysis (Al-Kadamany
et al., 2003; Cardelli & Labuza, 2001; Duyvesteyn, Shimoni,
& Labuza, 2001; Gacula, 1975; Gacula & Kubala, 1975; Ga-
cula & Singh, 1984; Gimenez et al., 2007; Hough, Garitta, &
Sanchez, 2004; Hough et al., 2003; Hough et al., 1999;
Schmidt & Bouma, 1992; Wittinger & Smith, 1986). This
technique studies the characteristics of the distribution of the
time variable, i.e. the time passed before a specific event is
hed by Elsevier Ltd. All rights reserved.
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observed. In sensory studies for shelf life prediction, the event
is represented by a response of unacceptability. The variable
that describes the event in survival analysis must be binary,
since only two states are possible (acceptable or unacceptable
food product) and the change of status is irreversible. No mat-
ter how the sensory data are collected, their transformation in
binary way is always possible, once acceptability limit is
selected.

Though seldom used in sensory evaluation (Vaisey-Genser
et al., 1994), also logistic regression (Hosmer & Lemeshow,
2000) is suitable for shelf life estimation. The model describes
the probability of observing a failure as a function of storage
time in a regression framework. Shelf life is usually estimated
as the time by which the probability of unacceptability is equal
to 50%.

Since the choice of data processing technique and of
acceptability limit is subjective, it would be interesting to eval-
uate how different choices can influence shelf life prediction.
1.1. Aim of the paper
Coffee shelf life can be interpreted as the consequence of
coffee staling, that is a change in the aroma profile due to
deterioration processes, like loss of low boiling compounds
and oxidation reactions. Storage temperature, moisture, pene-
tration of oxygen in the package and loss of volatiles through
diffusion are crucial for staleness (Clinton, 1980; Hinman,
1991; Leino, Kaitaranta, & Kallio, 1992; Nicoli, Innocente,
Pittia, & Lerici, 1993).

Sensory methods are extremely important in determining
coffee shelf life: an inaccurate estimation by a company can
lead as a result to customers’ dissatisfaction, changing their
smile while tasting a cup into a grimace, and therefore causing
complaints and quality assurance problems.

In literature, the problem of coffee shelf life has been often
discussed from a chemical point of view (Czerny & Schie-
berle, 2001; Grosch, 1999, 2001; Holscher & Steinhart,
1992; Kallio, Leino, Koullias, Kallio, & Kaitaranta, 1990;
Sanz, Pascual, Zapelena, & Cid, 2001; Shimoda & Shibamoto,
1990; Steinhart & Holscher, 1991; Vitzthum & Werkhoff,
1978, 1979). In these works, the evolution of some volatile
compounds of coffee with storage time is studied using differ-
ent techniques. As a result some coffee ‘‘freshness indices’’
are proposed, usually a ratio of two volatile compounds,
whose value changes with time. No straightforward relation
is discovered between a molecule, or a set of molecules, and
shelf life, and therefore the study of a so-called ‘‘freshness in-
dex’’ is not representative of shelf life when not compared to
sensory results.

From a sensory point of view, the end of coffee shelf life is
a consequence of the development of a ‘‘stale’’ note (Cappuc-
cio et al., 2001; Cardelli & Labuza, 2001; Clinton, 1980). We
can assume that the cause of the rejection can be imputed only
to one sensory attribute, that is ‘‘staleness’’. This assumption
cannot be generalised to other food categories where a set
of variables are involved, textural (e.g. in bread), aromatic
(a set of off-flavours like in milk) or even colour related.
In this paper, we are going to put in evidence a number of
pitfalls, which the researcher or practitioner should avoid, in
order to achieve meaningful results, and which are often
neglected.

We will do that by means of a careful review of the litera-
ture, pointing out the risks related to different choices in
experimentation planning, data collection and data analysis.
As far as data processing is regarded we will also compare dif-
ferent techniques by means of simulated data, with different
data variability, built on an ideal profile. This profile is referred
to the evolution of the perception of a stale note as a function
of storage time of coffee, once its package is open, and it was
obtained according to previous experimentations (Guerra,
2005). The simulated datasets were built as if they were ob-
tained by a descriptive test. We will evaluate how the choice
of acceptability limits influences shelf life value with regard
to each processing technique and each scenario.

2. Materials and methods
2.1. Scenarios with different data variability
In order to evaluate how data variability influences shelf
life estimates, 3000 simulated datasets were built. An ideal
profile of coffee staleness evolution as a function of storage
time was built, as if it were obtained by a descriptive test,
based on the results of previous experiments (Guerra, 2005).
In those tests, 12 trained assessors evaluated the attribute
‘‘stale’’ (‘‘rancido’’ in Italian) on a nine points discrete scale
with semantic anchors (1¼ not stale, 9¼ extreme stale), using
a complete balanced block design with two replicates, at eight
storage times (0, 20, 45, 55, 65, 70, 80, 100 days after open-
ing). The panel was trained using five reference samples cre-
ated in order to obtain a precise and repeatable staleness
level (Cappuccio, Teixeira, & Teixeira, 2006). The results of
this experiment showed that the evolution of the stale note
as a function of storage time follows a sigmoidal trend. This
profile is here assumed as the ideal one for the creation of
the simulated scenarios.

On this base, 3000 simulated profiles were randomly cre-
ated: 1000 with low, 1000 with medium and 1000 with high
variability in the assessor’s judgements (Fig. 1). In order to
create the distributions, the frequencies of scores have been
set. For example in the case of low variability (Fig. 1a), we
supposed that the judges provide very homogeneous results,
with at most 1 point difference from the expected one (on
a 1e9 scale), with decreasing probability. These probabilities
would be 0.5 for the expected score and 0.25 for the next and
previous ones. In case of medium variability (Fig. 1b), the
probabilities will be 0.0417, 0.0833, 0.2083, 0.3333, 0.2083,
0.0833, and 0.0417, respectively. From these probability distri-
butions random numbers have been then extracted, thus being
able to perform 1000 data frames per distribution. The trans-
formation of the nine point scaled data into binary ones (re-
quired by logistic regression and survival models) was made
considering as unacceptable all the samples that received
a score higher than a chosen cut-off value, called acceptability
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Fig. 1. Probability distributions used for the creation of the simulated datasets at (a) low variability, (b) medium variability and (c) high variability. Rectangle height

is proportional to the probability assigned to each score, the circle indicates the median score.
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limit. In this case two different cut-off values were chosen,
according to previous results (Guerra, 2005): 2 and 3 on the
nine points scale, corresponding to ‘‘barely perceivable’’ and
‘‘perceivable’’ on the staleness scale.

Finally, we point out that we have generated (and conse-
quently also analysed) the scores as if they were completely
independent, without taking into account any judge effect.
When analysing real data, however, ignoring this effect can
cause an underestimation of the standard errors of estimates.
2.2. Data analysis
Shelf life was estimated for each simulated data set using
three different models: non-linear regression, logistic regres-
sion and survival analysis based on Weibull distribution. Other
distributions, which can be found in the literature, like expo-
nential and log-normal (Gimenez et al., 2007), have a priori
been discarded, because of lack of physical meaning.
2.2.1. Non-linear regression
We supposed that staleness (s) follows a sigmoidal profile

as a function of the logarithm of storage time (t) and so we
chose a sigmoidal regression model:

s¼ 8

1þ expð � bþ ðlogðtÞ � cÞÞ þ 1 ð1Þ

where b and c are regression parameters to be estimated and 1
and 8 come from the limit of the function for log(t) close to
0 or N in a nine point scale. The logarithm of time was
used to avoid negative estimates of shelf life.

Shelf life value was obtained considering three different
acceptability limits: 2, 2.5 and 3.5 on the chosen nine points
scale; a score of 2 means that the staleness note is ‘‘barely
perceivable’’ and a score of 3 means that the staleness is
‘‘perceivable’’.
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2.2.2. Survival analysis
In survival analysis, time to failure is a random variable,

and is therefore characterized by a cumulative density function
(cdf, giving the probability of observing a value of time to fail-
ure lower or equal to t), or correspondingly, by the so-called
survival function (probability of surviving after time t).
From these, also the probability density function (pdf), the
hazard function and the cumulative hazard function can be
derived (Lawless, 1982).

A widely used survival model is the Weibull model, that
was applied on the simulated data. The Weibull distribution
(Weibull, 1951) presents a survival function characterized by
two constants, the shape parameter (l) and the scale parameter
(n) (Breyfogle, 1992).

Sðt; l; nÞ ¼ exp
h�
� t

l

�ni
ð2Þ

Parameters were estimated by maximum likelihood
method. Shelf life values were obtained using three different
cdf values, 0.1, 0.3 and 0.5, corresponding to a 10, 30 or
50% probability of observing a lower failure time.

2.2.3. Logistic regression
The logistic model studies the evolution of the probability

of a sample being judged unacceptable (p), as a function of
the logarithm of storage time (t), as reported in the following
equation:

ln
� p

1�p

�
¼ aþ b logðtÞ ð3Þ

where a and b are the regression parameters.
The model was estimated using log(t) as explanatory vari-

able. Shelf life was defined as time by which the probability of
unacceptability value was equal to 0.1, 0.3 and 0.5.
2.3. Data summaries
Results of the analyses on the simulated datasets were sum-
marised by means of box-plots (Tukey, 1970), a powerful tool
to show the distribution characteristics of a quantitative vari-
able and to compare them across different groups. Each box-
plot refers to the shelf life estimates obtained with a specific
combination of estimation method, cut-off and probability
level. The extremes of the box correspond to the first (low)
and third (high) quartile of the distribution of the results, the
line in the box indicates the median. The whiskers extend
from the quartiles to the lowest and highest observed values.
The position of the box allows us to compare the central ten-
dency of estimates while the width of the box and the length of
the whiskers are informative about variability (the wider the
box, the higher the variability).
2.4. Computation
Simulations and data analysis were carried out using R
(Venables, Smith, & the R Development Core Team, 2007).
3. Results and discussion

The following results and considerations come both from
a critical literature review and from the analysis of the different
considered scenarios.
3.1. Risks in the choice of the test
When performing a shelf life test, a consumer or expert ap-
proach can be used. In the case of a panel of experts, as we
stated before, one or more sensory attributes are evaluated,
assuming that the prediction of the evolution of such attributes
with time will determine the acceptability of the product. This
assumption is all but straightforward, but in the case of coffee
it can be valid, since the only time-related sensory variable,
which can possibly lead to a rejection is staleness. On the
other hand, the consumer approach brings about several prob-
lems, like the inconsistency of their judgements (Hough et al.,
2003), the variability of the result when different consumer
panels are used (Gimenez et al., 2007) and organisational
problems for a company, since a consumer cannot evaluate
more than three or four samples in one session.
3.2. Pitfalls in the choice of the model
Sensory datasets are generally incomplete, because all the
observations are taken at fixed times and then times to failure
cannot be observed exactly (Blischke & Murthy, 2000; Hough
et al., 2003). The mechanism that prevents precise observation
of times to failure is called censoring. If it is neglected a bias
in shelf life estimation will be probably obtained, especially in
case of staggered designed experiments (Gacula, 1975).

In order to obtain an estimate of the distribution of time to
failure, non-parametric or parametric methods can be applied.
Non-parametric methodologies are used in order to determine
the shape of the survival (or hazard) function without assuming
any particular distribution (Lawless, 1982). For example, the
KaplaneMeier technique estimates the value of the survival
function at each sampling time, assuming a constant value
for the function on unexplored time intervals. However, this
kind of analysis is not useful when all the data are censored,
and so it is unsuitable for sensory analysis.

The alternative way consists of the application of paramet-
ric techniques, which allow obtaining a specific characterisa-
tion and a parametric representation of all the functions that
describe the distribution of time to failure and are based on
the definition of constants that are specific of the adopted
model. Many models have been used in the literature, for
example exponential, log-normal or Weibull. Exponential
and log-normal models are not adequate for shelf life studies
because in this context they lack physical meaning: in fact
the hazard function associated to the former is constant over
time, while in the second model it shows a peak corresponding
to the earliest values of the time variable. Both these shapes
are incompatible with a food product’s staling, since the
hazard function is expected to increase with storage time (Ga-
cula & Kubala, 1975; Gacula & Singh, 1984). This is why the



Table 1

Shelf life values predicted for each considered model, scenario and cut-off

(acceptability limit)

Applied model Shelf life values

for low variability

data (days)

Shelf life values

for medium

variability data

(days)

Shelf life

values for high

variability data

(days)

Logistic regression (log scale); cut-off¼ 2, probability level¼ 0.1

Median 16 14 12

First quartile 15 12 10

Third quartile 18 16 14

Logistic regression (log scale); cut-off¼ 2, probability level¼ 0.3

Median 23 22 21

First quartile 22 20 19

Third quartile 25 24 23

Logistic regression (log scale); cut-off¼ 2, probability level¼ 0.5

Median 27 28 28

First quartile 26 26 25

Third quartile 29 30 30

Logistic regression (log scale); cut-off¼ 3, probability level¼ 0.1

Median 42 27 18

First quartile 41 24 16

Third quartile 43 32 22

Logistic regression (log scale); cut-off¼ 3, probability level¼ 0.3

Median 47 38 31

First quartile 46 35 29

Third quartile 48 41 34

Logistic regression (log scale); cut-off¼ 3, probability level¼ 0.5

Median 49 44 40

First quartile 48 42 37

Third quartile 50 47 43

Non-linear regression (log scale); cut-off¼ 2

Median 37 35 31

First quartile 36 34 29

Third quartile 38 37 34

Non-linear regression (log scale); cut-off¼ 2.5

Median 42 40 37

First quartile 41 39 34

Third quartile 43 42 39

Non-linear regression (log scale); cut-off¼ 3.5

Median 50 49 47

First quartile 50 48 45

Third quartile 51 50 49

Weibull model; cut-off¼ 2, probability level¼ 0.1

Median 15 12 10

First quartile 13 10 8

Third quartile 17 14 12

Weibull model; cut-off¼ 2, probability level¼ 0.3

Median 25 24 22

First quartile 23 21 19

Third quartile 27 26 25

Weibull model; cut-off¼ 2, probability level¼ 0.5

Median 31 31 31

First quartile 29 28 28

Third quartile 33 33 34

Weibull model; cut-off¼ 3, probability level¼ 0.1

Median 40 26 17

First quartile 39 23 15

Third quartile 42 29 20

Table 1 (continued )

Applied model Shelf life values

for low variability

data (days)

Shelf life values

for medium

variability data

(days)

Shelf life

values for high

variability data

(days)

Weibull model; cut-off¼ 3, probability level¼ 0.3

Median 47 39 34

First quartile 46 37 31

Third quartile 48 42 37

Weibull model; cut-off¼ 3, probability level¼ 0.5

Median 50 46 43

First quartile 49 44 41

Third quartile 51 48 46
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Weibull distribution has been chosen for our discussion. From
the estimates of the parameters based on survival data it is pos-
sible to calculate the quantiles of the time distribution. The
reason why in shelf life studies a probability of acceptability
equivalent to 50% (i.e. the median time) is often chosen is
that if the shape parameter is large enough, the pdf tends to
be symmetric, and the 50th percentile coincides with the
mean value (Gacula & Kubala, 1975).

A choice of paramount importance in the estimation of the
parameters is the hazard function; there has been a tendency to
use the hazard value h(t) (expressed in percentage) for each
failure time from the expression:

hðtÞ ¼ 100

k

where k is the reverse rank assigned to each termination time
(failure as well as censored) (Gacula & Kubala, 1975). Unfor-
tunately, this method can be used only when the occurrence of
more than one event (failure or withdrawal) in the same time
has a negligible probability. Furthermore, only right censored
data can be managed in this way. Therefore, despite it is found
in the literature (Cardelli & Labuza, 2001; Duyvesteyn et al.,
2001), the application of this hazard estimate is not adequate
for sensory data analysis. This does not mean that Weibull is
not suitable for shelf life estimation, but the problem of this
method consists in the necessity of paying attention to censor-
ing definition. A wrong definition of censoring leads necessar-
ily to a wrong shelf life prediction. Nowadays, the use of
modern statistical packages can solve this problem; nonethe-
less, researchers have to be aware of the consequences of all
possible choices. In last years, more sophisticate and adequate
techniques for parameter estimation, namely maximum likeli-
hood (Kalbfleisch & Prentice, 1980; Lawless, 1982), were
made available also to practitioners by the development of
suitable and user-friendly software.

Considering the non-linear regression analysis, it is impor-
tant to underline that the choice of a sigmoidal model and of
the relative equation is necessarily arbitrary. But, since the un-
derlying physicalechemical phenomenon is not completely
known, whatever model would be arbitrarily chosen. In this
case, the model was chosen according to suggestions from
the literature (Breslin, 2001) and previous experimentations
(Guerra, 2005).
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It is important to point out that the model was applied on all
the data. The application of the regression analysis on the
median values (or on the mean ones), though widespread, is
incorrect, because it causes an underestimation of the variabil-
ity. In fact, if a unique value replaces 12 observations at each
sampling time, the variability falls necessarily down. Thus, the
most correct way for applying a non-linear regression model is
to work on all the scores.

The advantage of non-linear regression is that it is not nec-
essary to transform data in a binary way. In fact, the model is
not built on probability values, but rather on the scores given
by the judges. Thus, this method works like a calibration, in
fact observations are taken at well-defined times in order to
determine how the profile of the scores evolves with time.
Then, given a score, it is possible to go back to the correspond-
ing time. Unfortunately this method brings about a logical
problem, since time is considered as explicative variable,
while actually time is the variable that has to be estimated.

Another problem to be cautiously faced is the choice of the
acceptability limit. This value is often calculated as the mean
of a number of acceptability evaluations given on standard
samples that are characterized by a well-known intensity of
the sensory attribute. So it is possible (as happened in this spe-
cific case) that the chosen limit is not an integer number. In
this way scores are considered as a continuous variable,
even if they are not. This conceptual problem can be overcome
working on binary scores and on probabilities.

Eventually, a comment should be done on the nature of the
time variable. We applied the non-linear regression and the
logistic models using a logarithmic form for the time variable.
We recommend to work in the second way, since the use of
non-logarithmic times can lead to negative shelf life values,
especially in case of high variability data.
Sh
el

f 
lif

e 
(d

ay
s)

0

10

20

30

40

50

60

Non−linear
regression Logistic model

Cutoff=3 C

Fig. 2. Box-plot relative to data at low variability. Non-linear regression: the three bo

2 as acceptability limit. Logistic model: the first three boxes are obtained with a cu

three boxes represent prediction obtained with cut-off¼ 2 and a probability level of,

with a cut-off¼ 3 and a probability level of, respectively, 0.5, 0.3 and 0.1. The seco

level of, respectively, 0.5, 0.3 and 0.1.
3.3. Variability due to the choice of the cut-off limit
or the noise in the data
In Table 1 and in Figs. 2e4 results are given for the three
considered models, scenarios and cut-offs (acceptability
limits). Table 1 lets us notice some clear trends. Non-linear
regression seems to be unaffected by the change in the param-
eters, logistic regression and Weibull models give very similar
predictions, both in terms of mean value and of variability of
estimates. A comparison between these models and non-linear
regression is quite difficult because non-linear regression is
not built on probability values. The comparison between logis-
tic regression and survival analysis puts in evidence that the
choice of the model does not affect the final result, when the
other parameters are set: the differences are small when com-
pared with sampling variability, always within the dispersion.

Also the variability in the data (that is the degree of differ-
ence in the assessors’ judgement) does not affect considerably
the result, and depends on the value of the probability of
unacceptability. A high probability level (0.5) leads to differ-
ences within 20% for both models, whereas a low probability
level (0.1) leads to shelf life differences of 50% when compar-
ing a panel with low and high variability. Anyway, the advan-
tage of working with a trained panel leads to the possibility
of obtaining data affected by lower variability, and therefore
more precise shelf life predictions. Data variability affects shelf
life estimates not only in terms of precision (width of the box-
plot), but also in terms of accuracy (position of the centre of the
box): indeed, as variability increases, shelf life estimates tend to
decrease. In case of consumer studies, the panel should be care-
fully recruited with regard to the type of product, and large
enough to allow a correct data analysis even in case of elimina-
tion of part of the panel because of lack of consistency.
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As regards the value of the probability of unacceptability,
literature tells us that the median time is most often chosen.
That means that if 100 items are stored for a period of time
equal to shelf life, we expect that 50 of them have already
failed at that period and 50 are still surviving. The choice of
this level is arbitrary, and shelf life estimate is strongly influ-
enced by it. So it is very important to evaluate and to justify
every choice. Table 1 suggests that the choice of the probabil-
ity level can easily affect the final value by some 20% (e.g. 23
and 27 days in case of logistic regression with low variability
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data, cut-off value of 2 and comparing probability levels of 0.3
and 0.5). The differences become considerable for low cut-off
limits, reaching 100% for the Weibull model (e.g. 15 and 31
days in case of Weibull model with low variability data, cut-
off value of 2 and comparing probability levels of 0.1 and 0.5).

Finally, the choice of the acceptability limit affects the re-
sult dramatically. A difference of only 1 point on a nine point
scale (2 or 3 in our case), can lead to final results which differ
by 160% in case of low probability level, irrespective of the
method. That is a difference of more than 20 days (16 and
utoff=2

Weibull model

Cutoff=3 Cutoff=2

boxes show predictions obtained considering, respectively, a score of 3.5, 2.5

cut-off¼ 3 and a probability level of, respectively, 0.5, 0.3 and 0.1. The second

respectively, 0.5, 0.3 and 0.1. Weibull model: the first three boxes are obtained

nd three boxes represent prediction obtained with cut-off¼ 2 and a probability
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42 days in case of logistic regression, 15 and 40 days in case of
survival analysis) for the estimate of the same product.

We can conclude that in case of the use of a trained panel,
the variability in the assessors’ judgements can be handled,
while the choice of the cut-off value by the researcher or the
company can change the result by 160%. Also the choice of
the probability level is crucial, and this choice is needed
both in case of a trained panel or a consumer test.
4. Conclusions

This study demonstrates that there is not a univocal method
suitable for the determination of sensory shelf life of microbi-
ologically stable products. There is a plethora of choices,
which lead to the most different results: the choice of the panel
of consumers (that should adequately represent the target mar-
ket); the training of the panel of experts (causing more or less
variability in the data); the choice of the acceptability limit
and of the probability level, which are arbitrarily selected by
the researcher or by the company; the model used and the
way sensory data are processed. Some of the models are pat-
ently wrong, but they have been used; most of them are no bet-
ter no worse than others, but their use cannot be generalised.
Therefore, it is important to pay attention to the planning of
the test sessions, to the recruitment and/or training of the panel
and, in the phase of data analysis, to the choice of processing
methods, not to run into incorrect predictions. Given the num-
ber of arbitrary choices, we can conclude that the shelf life
concept for microbiologically stable food products is more
company or researcher driven than product or consumer
dependent.
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